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ABSTRACT

(S) The purpose of this study was to determine the factors and

trade--offs that limit the speed of response ("lock-on" rate) of

the Sidelobe Canceller. The Sidelobe Canceller consists of a

correlator, (multiplier and integrator), within a closed loop circuit.

The lock-on rate is essentially determined by the bandwidth of the

integrating circuit, the loop gain, and the bandwidth of the input

jammer waveform. In a Sidelobe Canceller with a linear response

in the auxiliary channel, the loop gain increases with the amount

lt of jamming power in the auxiliary channel., The loop gain is

determined by the "quiescent" loop gain, (a design parameter equal

to the loop gain when only receiver noise is present in the auxiliary

channel), and the jamming-to-noise ratio in a auxiliary channel,

(U) The performance of the Sidelobe Canceller, both transient and

steady-state can be related to two parameters, the loop gain and the

ratio of the enhanced loop bandwidth to the jammer bandwidth, B

The enhanced loop bandwidth, BE, is defined as (1 + loop gain) times

the bandwidth of the integrating circuit,

(S) The lock -on rate can be increased by increasing loop gain and/or

the enhanced banawidth. The loop gain is limited by stability

j requirements to 30-40 db. The enhanced bandwidth can't be increased

much beyond the point where the ratio BE/BJ exceeds unity without

hurting the steady-state performance.

(S) When the loop response is slow compared to the bandwidth of

01 the jammer, that is, if BE/BJ << 1, then the transient response

is a simple exponential and lock-on occurs at the rate of 27 BE db

per second. If the enhanced bandwidth is increased by increasing

loop gain and/or the integrating circuit bandwidth, the transient

response speeds up but the improvement comes at a decreasing rate

I after the ratio BEB exceeds unity. When B /B is unity the lock-
BE exed unt.We E J.

on rate is 16 BE db per second.U
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(S) When the ratio of B /B is increased beyond unity. The steady-
E J

state cancellation performance deteriorates. The amount of jammer

cancellation is reduced and desired signal will also be cancelled

somewhat. (The signal is assumed to have a narrow bandwidth

compared to the jammer bandwidth.) There will also be some

cancellation of receiver noise components but not quite as much.

Thus there is loss in signal to noise ratio as well as a change in

SI signal level. The loss in detectability will be equal to the drop in

signal level unless sume form of AGC or CFAR is used.
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I I. Introduction

(S) Sidelobe cancellation is an ECCM technique designed to cope

I with the screening sidelobe jammer. The first level of defense

against the sidelobe jammer clearly lies in the design and control of

the antenna pattern., However, sidelobe levels achievable in practice

are limited by the stability of components, effects of environmental

R, •fluctuations, the sensitivity and response time of any monitoring

system, and by site conditions. Even under ideal conditions, the

design sidelobe level cannot be made arbitrarily small because of

the resultant increase in main beamwidth and loss in gain,

(S) Sidelobe cancellation may be regarded as an adaptive technique

for sidelobe control. The sidelobe canceller uses the jamming signal

to modify the radar antenmna response pattern so as to produce a near-

null in the direction of the jammer.. Strong jamming signals can be

"nulled" better than weak jamming signals; as a result the jammer

reeidue after cancellation tends to be independent of jammer strength.

(S) One Sidelobe Canceller using the signal from an appropriate

auxiliary sensor can cancel one jammer over a narrow bandwidth.,

In general, multiple Sidelobe Cancellers are required to cancel

multiple jammers or a single jammer over a wide bandwidth. Both

single and multiple jammer cancellers have been developed and

demonstrated in the field on narrowband, air-defense, surveillance

radars,

(S) In a defense environment that is changing slowly with time,

the "steady - state" performance of the canceller is of main concern.

SHow ever, if the jam m er configuration is changing rapidly w ith tim e

or if the antenna beam must be switched rapidly from one direction to

another, then the cancellation lpops must respond rapidly and

"transient" performance becomes important. The purpose of this

report is to investigate the transient response of a single canceller

loop and find what trade-offs are involved between designing for

fast lock-on time and steady-state cancellation performance.

S



II. "Available'Steady-State Performance

(U) In order to have a basis for evaluating the steady-state perfor-

mance of a canceller, we will determine first the amount of cancellation

achievable by an optimum canceller. Consider the situation shown in
Zr •Figure 1. Channel "M" is the main information bearing channel
Elk containing both the desired signal and a jamming signal. Channel "A"

is an auxiliary channel that contains a component correlated with the

jamming signal in the main channel. We assume that the auxiliary

channel contains at most a negligible amount of the desired signal

£ in the main channel. The object is to improve the ratio of desired

signal to jamming signal in the main channel by subtracting from it

the signal in the auxiliary channel after appropriate amplitude and

phase weighting.

7 (U) In Figure 1, s(t) is the complex envelope of the desired signal,

"v (t) is the complex envelope of the jamming signal plus receiverm
noise in the main channel, v (t) represents jamming signal and

receiver noise in the auxiliary channel. Since ',he amount of desired

signal in the main channel is not affected by the subtraction, signal-to-

noise ratio will be optimized by minimizing r(t), the jamming plus
receiver noise residue in the output.

(U) As shown in Figure 1, the auxiliary channel signal is multiplied

by the complex weight "x" and the result subtracted from the main

(U)channel, leaving a residue of

S•(U) Without the auxiliary channel signal, (x =01., the expected
residue power(1) would be,

r M (t)2  (t)

()Throughout this report "power" refers to envelope power which is
twice the actual power in the real signal.

5 2
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whereas with the cancellation signal

r~* 12 Iv + 1121V1(3
mamr a m~ a~

LZ

m a**[~~ ~~~ 77 IV I,-a + vlix~i~ 1 4

(Note: *"denotes complex conjugate)

()It is easily seen from (4) that the value of x that minimizes the

[ expected residue power is given by,

m a
Xot - 2(5)

IVa Ia

With this value of x, the residue power becomes,

mnIr. vl -IV Iv Z (6)

P Iva j2

-"F IM7 _______

IvmI2\~kL~i(7)

- knd jýl I lPmaI2 (8)
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where p = correlation coefficient of v and vma- m a

(U) The cancellation ratio, which is defined as the ratio of the

residue with cancellation to the residue without cancellation, is

given by.

.~r1 r
cancellation ratio ra _ i p1 2  (9)i• i r~lzma

4Lr12

(S) From this we see that the amount of cancellaticn achievable

depends only upon the magnitude of the correlation coefficient. This

in turn Is fundamentally linmited by receiver noise, spatial separation

of the main and auxiliary antennas, spatial distribution of the jammers,

and their bandwidths. As an exanriple consider the case where there

is one narrow-band jammer present. The signals in the main and

auxiliary channels could then be represented as

Vm(t) =C J(t) + nm(t) (10)

and v (t) = J(t) + n (t) (11)

where J(t) CE of the jamming waveform in the
auxiliary

mn(t) = CE of receiver noise in the main channel

( 2)COMPLEX ENVELOPE

11 4
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n t)=CE of receiver noise in the auxiliary channel

and C =complex constant

(S) The correlation coefficient between the main and auxiliary

signals is given by,

I I ~mm
IV jM j 12Iv

I (I )

I (IC I2-Pj+N )(Pj*+N)

where P. =J I?' auxiliary jammer power

N =main receiver noise powerMnI N =auxiliary receiver noi13e powera

j(S) The residue power, from equations (8) and (12) will thezefore

be,

rTI J N )Z (IC; 12p +Nm) (1 -

(IC j2P +N )(P +N)

(13)

IC I Pi
=N +1+P/

4. 5
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(S) From this we see that the receiver noise component of the

main channel is unchanged but the jammer power is reduced approx-

imately by the jammer-to-noise ratio in the auxiliary. As the

jammer power level is increased from zero, the residue power

increases monotonically from the noise level to a maximum of,

177

LI 12pC IN
Ir ma- =N (I + J- ) (14)Smax m PI

(S) The second term in brackets is the ratio of the jammer-to-noise

ratios in the main and auxiliary channels, respectively. This

ratio will be less than unity if the gain of the auxiliary sensor exceeds

the sidelobe gain of the main sensor in the direction of the jammer.

In that case the maximum residue will be 3 db above the noise level

in the main channel.

(S) When there are more than one jammer present, the correlation

between the main and auxiliary channels will in general decrease

and the cancellation will be reduced. For example, if there are m

3 Eequal power jammers, randomly distributed in space, the mean

square correlation averaged over all possible spatial configurations

will be I/In. The cancellation ratio will therefore be (m-1)/m. In

"this situation the canceller in effect cancels the equivalent of only

one of the m jammers. To cancel multiple jammers requires the use of

multiple cancellers, with at least one canceller per jammer.

(S) The cancellation of wide-bandwidth jamming signals is more

difficult than the cancellation of narrow-bandwidth signals. The

fundamental limitation is the reduction in correlation between the

main and auxiliary signals due to the spacing of their antennas.

With one jammer and one canceller the output residue for small

spacing is given approximately by,

vl -
II 6
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IN 1+ 2wBjT r -m• I+ Na (15)I rl I Nma
m Jl-~ i+ P__i

a

where Bj= jammer signal bandwidth (assumed
correlation function is e-TBT)

and T = difference in arrival times of jammer
waveform at main and auxiliary antennas

EdE
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III. Description of Sidelobe Canceller

(U) The previous section discussed the optimum achievable steady-

state performance of an ideal coherent cancelle., and some of the

limitations. In this section we present a mathematical description

of an implementable sidelobe canceller. A simplified schematic of
v-,an I. F. sidelobe canceller is shown in Figure 2. The signals at

various points in the diagram are represented in complex notation.KE The actual physical signal is simply the real part of its complex
erepre sentation.

(S) The notation used in Figure 2 is as follows:

v m(t) = CE of the composite signal in the main channel

v (t) = CE of the composite signal in the auxiliary channel
a

U and x(t) = CE of the output of the integrating filter

-i g(S) As shown in Figure 2 the .LF. carrier frequency, wc, of the

main channel is increased A radians per second by an up-converter.

The auxiliary channel signal, va(t) exp jw t, is multiplied by the

output of the integrating filter, x(t) exp jAt. The upper sideband

of this product, v (t) x(t) exp j(w + A) t, is subtracted from the signal
VAa c

in the main channel to form the ouput of the SLC. The complex

"envelope of the SLC output is therefore,

r(t) = vm(t) va(t) x(t (16)

(S) This output signal is multipled by the signal in the auxiliary
eJAtchannel and the lower sideband of this product, r(t)v eat is

fed to the integrating filter. This filter is a high-Q single-pole, band

R pass filter centered on the radia- frequency A. The output of this

filter, as previously noted, is x(t) exp jAt.

8SECRE
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(S) Since the bandwidth, BI, of the integrating filter is very

small compared to its center frequency, its response to an I. F.

signal is analogous to that of an RC filter operating on a low-pass

signal. We can therefore write the following differential equation for

x(t).

T -+x + Ar(t)A (t) (17)

Where T = 1/iTrB = time constant of the ir.tegrating
filter

and A = gain factor

(S) Substituting equation (16) into (17) we obtain the basic differ-

ential equation of the SLC.

T + 1- + +A va( Av(t) v (18
dt ~ a m a

(S) This equation expresses the first-order behavior of the SLC.

It neglects the effects of other filters in the circuitry which must be

included for sideband selection, amplification, etc. These circuits

influence the ultimate stability of the loop and hence limit the amount

of loop gain achievable, but with proper design have only second ordar

effects on the cancellation performance within the operating region

of the loop.

(S) As an aid to understanding, an equivalent circuit for the

control voltage, x, in a standara feedback loop, is shown in

Figure 3. The transfer function in the forward path is that of a

simple RC amplifier. The feedback gain is equal to the power

level Ival 2 in the auxiliary channel and tk~e loop gain is Alvi 2.

1' 9a a
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(S) Equation (18) is the differential equation that determines the

control voltage x(t). Equation (16) describes the output or residue of

the canceller. From these two equations we note that an incrnease in

v (t), the signal in the main channel, will produce a corresponding

increase in both the control voltage, x(t), and the residue, r(t).

Hence a change in gain in the main channel ahead of the SLC is equiva-

lent to a corresponding change in gain after the SLC and does not affect

"the transient or steady-state performance. (This assumes that the

internal noise introduced by the SLC circuitry is negligible compared

to the signal level). On the other hand, the gain in the auxiliary

channel ahead of the SLC has a marked effect on the SLC performance.

From equation (18) we see that the power level in the auxiliary

channel determines the control loop gain. It will, therefore, affect both

the transient response and the steady-state performance of the SLC.

(S) In order to simplify the analysis of the SLC we assume that the

power spectra of the random signals in the main and auxiliary channels

are identical. This assumption applies in the situation where the

power spectra of the front end receiver noise and jamming signals in

2E both main and auxiliary channels are determined by the R. F. and I. F.

circuits preceding the SLC. This assumption permits us to represent

the signals in the main and auxiliary channels in terms of two uncor-

U •related waveforms, as follows,

v Mt) :v(t) (19)
a

Sand v (t) = m v(t) + n(t) (Z0)m

(S) Here v(t) and n(t) are independent normal noise processes

having the same power spectrum shapes with

10

SEIU#CIRET9

"L, f___ -



Iv(t)l 2  Iv(t) (21)

v (t) V (t)i m =m (aZ

a V(t)Iz

, and n(t)j = I ) m2  lVa(t) v (23)

"(S) For convenience we refer to the representation indicated in

equations (19) and (20) as the "canonical" representation. In most

applications the signals in the main and auxiliary channels are specified

in terms of the jamming and receiver noise power levels. This

corresponds to a representation of the form

L3
V a(t) = J(t) + na (t) (24)

"NE
and, v (t) = 3(t) + (t) (25)

m m

(S) The canonical representation corresponding to the above is

easily obtained from equations (21)-(23) as follows,
L!

I v(t) 2 = P + N (26)

J a

m - P+N (27)

Ja

IS
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and, Inj 2 = 1?j2 P5 + N m 2-( +Na)ii m (P5 +N)l P a

IC jZ P
N A (28)1 + mP/N

£a

(S) Comparing equation (28) with equation (13) we see that

n(t) represents the minimum residue achievable by an optimumn

E canceller. This is also clear from the definition of n(t) in the

canonical representation..

(S) If the canonical representation is introduced into the

differential equation for the control loop, equation (18), we obtain,

T m + (1 + Ajv(tlfa) x A m v(t) + n(t)'( v (t) (29)
Sdt

(S) Since the optimum value of the control voltage is "in", it is

convenient to make the substitution,

x(t) = m( 1- ylt) ) (30)

in equation (29). This gives,

(1± Any

W T _4y + AIv(t)1) y = 1 (31)H T-ff dtmUig
(S) The output residue of the SLC can also be expressed in terms

12
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of the variable y(t). Using (30) we get

177 r(t) = v (t) -x(t) v t)

m a

M m v(t) + n(t) - n(1-y(t)) v(t) (32)

- n(t) + y(t) m v(t)

(S) The mean-square output residue is therefore given by

jn•"E rl) j 2 + I 2

Ejr(t) In(t) I+ E y I Iv()

(33)

+ E n*(t) y(t) m v(t) + n(t)y(t) r' v"

(S) The performance of the SLC can be readily analyzed when

the response time of the loop is very slow compared to the inverse

bandwidth of the waveforms n(t) and v(t). From the differential

equation of the control loop, (31), we see that the response time of

the loop depends upon the fixed parameters T and A and also on the

Ipower level in the auxiliary channel Iv I . By using a very narrow

band integrating filter, "T" can be made large enough so that the

loop response time is very slow for some power level, Iv(t) I'

(S) With slow loop response the control voltage, x(t), (and hence

y(t) ), will not be correlated with either n(t) or v(t). Hence equation

(33) would then reduce to

1 13
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r(t) + E y(t) Im12' iv(t)1 2  (34)

(S) In this case we see that n(t), the part of the main channel

signal that is uncorrelated with the auxiliary channel waveform,

v(t), passes through the SLC unattenuated. The remainder, mv(t),

is reduced in power by E~iy(t)I2}. The quantity, EtIy(t)1, therefore,

represents the cancellation ratio. Still assuming slow loop response

let

S•i , I.pt) = E (

U and apply the expectation operator to both sides of (31). This gives

T + (1 + A Iv12 ) ( - 1 (35)•. dt

(S) This is the differential equation for simple exponential
behavior with time constant,

T (36)
l+A jv12

(S) From this we note that the loop bandwidth is larger than

the bandwidth of the integrating filter by the factor (1 + Ajv 2).
E For -,;onvenience we refer to the loop bandwidth as the "enhanced"

bandwidth, B and from (17) and (36), we have,

e

-ii
14
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B = ( + AjvI2 ) B 1  
(37)

.0e

( (S) The transient response from the initial condition 0p = 1
corresponding to yo 1 or x = 0, is0 0

If

V2 -t/T

1 + (38)

The steady-state value is,

E (y) (0)= (39)
4- 

I + Av

(S) ",' ith very slow loop response, (small Be), the fluctuation in

_• y(t) about its expected value, (. It), will be negligible so that we have

approximately,

E ~ ~ ~ ~ . (t) () E yM

N L (S) Hence from equations (34) and (38) we conclude that the

correlated component of the residue m v(t) will behave transiently
P -t/Tf fas e , Thus the residue is reduced at the rate of 20 log 10

e ,Be or 27.2 Be db/second. The steady-state value of E {jy(t)2

will be approximately,

15

SICIRET



jyI It~P(00) 2 /1,2 (40)

I1+ Afvl 2

(S) The steady-state residue from (34) will therefore be,

= in(t) 12 + imiv(t)JZ

• • 1 + AlvlJ
1 +jvj(41)

(S) Using equations (26) - (28) we may express (41) in terms of

the jamming and receiver noise power levels,

"•" ]Im12pj PI /N Im~lZp
E k Irl = N + + N a

I + Pj/N I + Pj/N l+ J+ )

(42)

(S) Comparing (42) with (13) which gives the minimum residue
achievable, we see that the jammer residue now depends upon the loop

gain A(PJ + Na) as well as the ratio of P to N , Equation (42) isa J a
graphed in Y.FIure (4) under the assumption that Im = 1 and

N = N aP For an optimum ideal canceller, the residue never
a m n

exceeds the receiver noise level by more than 3 db. b com Figure (4)

we see that if the "Quiescent" loop gain, AP , is 0 db or greater, the
n

residue output of the SLC will not rise above 3 db for any jammer

power level, However, when the jammer power level is 20 db above

the noise, the loop gain will be 40 db, assuming 0 db quiescent gain.

This is about as high as one could safely expect to go beforestability[ problems will show up. This problem can be averted by using

a limiter in the auxiliary arm just ahead of the correlator. 'With

t the limiter the loop power gain will increase directly as the jaminer

-:---iI E-.



F-pwer, instead of as its square. Hence, with a lintlteri and 0 db

quiescent gain, the residue will be approximately 3 db up to

P PIN = 40 db. Beyond this level overload liniters ahead of the

SLC may be required to maintain stability.

(S) It should be emphasized that the results discussed above,

particularly equation (42) and Figure (4) are valid only when the loop

response time is slow compared to the inverse bandwidth of the signal

channel. In the remainder of this report, the SLC is analyzed without

making the slow response assumption.

i 11
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IV. Steady-State Performance

(S) Although the differential equation describing the loop behavior,

equation (31), is linear and of first order; the presence of the random

time-varying coefficient makes it very difficult to obtain exact solutions

for the expected value of the output residue power. It is not too

difficult however, to obtain useful upper and lower bounds on the

residue.

4i (S) When the loop response time is very slow compared to the

inverse bandwidth of the inputs to the SLC, the output residue

consists of a linear combination of n(t) and v(t), (using the canonical

representation). This suggests that a lower ')ound to the residue

output of the SLC can be obtained by finding the portion of the residue

that is linearly correlated to n(t) or v(t). That is, we represent the

residue output as,

r(t) = Yn(t) n(t) + m -yv(t) v(t) + (t) (43)

[- where y n(t) - E(r(t) n'(t)) (44)

M4.E( In(t) 12)

v (t) -E(r(t)m'v (t)) (45)

Im[2 E(Iv(t)f 2)

and • (t) = a random waveform not correlated with either[7 either n(t) or v(t)

The output residue power will be greater than the power of the first

Stwo terms in (43), thus,

'r E(t) 1 + 22 I Y (t)12 E Iv(t)(46)

18
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EI
Now, using equation (32) for the output residue, equations(42) and (43)

reduce to,

n 1(y(t) vlt) n(7(t) ))y n~t) i +(In -t)(I'

- • E( V(t) Iv(t) I)
and -v (t) = (48)

E (Iv(t) 12)

(S) For the steady-state performance we are interested in the

limits approached by and y as t approaches infinity, To find

the limit of y we note first that since the SLC loop is stable,

lim E -y E = 0 (49)
t 4. c o oo dt

"(S) Now, applying the expectation operator to both sides of the

loop differential equation, (31), letting 't' approach infinity and

using (49), we get

EE (I+ A Iv(t) 12) y (t : -AE 0o (n(t)v (t))
co0 m

=1 (50)

since n(t) and v(t) are uncorrelated. From this we get,

19



E00 ~y(t) IV 1)I21 1 - Eoo(y(t)) (1

and therefore,

(S) To evaluate Eoo(y), we first write the general solution to

the loop differential equation (31) in integral form,

= '' eS 1 +AIv(e) 2  e
(~t) y~O (o T'd

(53)

t Ct l+Alv(e)12

1 An(u)v (u) T edu
T ~ m

(S) If the initial value of the control voltage x is zero, the initial

value of y will be 1, that is y(O) = 1.
(S) The first term on the r., h. s. of (53) disappears as t -boo so

~ £ that applying the expectation operator to (53) and letting t-0co, we, get,

Eccy~t lim I fe +A ( )1 6 du (54)

rig
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(S) The integral in (54) is evaluated in Appendix (A) under the

assumption that v(t) is a gaussian random process with an exponen-

- •tially decreasing correlation function. The result is given by,

Eoo y(t F (lp;p+l;Z (55)
AJvJ2

whereF ( ) hypergeometric function

j3 -a+lP 2P

Z +a

a =ir BT (B = 3 db bandwidth of the
waveforms n(t) and v(t))

and, j3 =c +2_~ van, B + Zce Ai v12

S(S) The limit approached by Y n(t) as t approaches infinity can

also be evaluated from (53). We first obtain,

An ('l+AiIv(e) de!
E00Y(t) n(t)) = im W (t) n(u) v(t)v (u) e-, u T du

EA

mA ir e (t-u)E.v(t)i (u)e-o l+Av(e ) d

(56)
(S) The integral on the r. h. s. of (56) is evaluated in Appendix (A) .

21
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'The result is,

In1
E0 Z M vl-MZ(2 p;p+1I;Z (57

1+ 2
Z •Where p =

and, a, 3, Z are defined above under (55)

(S) Using this result in (47), we obtain,

rI = l (t) = (I-Z) {- Z(I1Z)(l-P) F (1,P;P+l;Z2)} (58)i -"•in t P

(S) This equation is graphed in Figure (5). Here F is
n

plotted as a function of (1 + A vi") which is 1 + loop gain. Contours

of constant a (=B /B)1 and of constant ratio of B /B (=l+AlvlareJI e J a
shown. For large loop gain F is essentially a function of the ratio

n
B /BF. n is always less than unity which indicates that the uncorre-

e V n
lated component of the main channel signal, n(t) may also be cancelled

somewhat. The amount of cancellation is small if B /Ba is small

compared with unity. When the parameters are such that n(t) is

being cancelled we naturally find that desired signal is also cancelled.

L (S) __ Figure (6) is a plot of (I + A IvI2) F as a function of
-, v

(I + A IvI"). This quantity is always less than 1 and as can be seen,

F for values of a > 1, is very close to unity. Thus F is approx-
v

imately the inverse of 1 + A lv.

lthe ratio of the bandwidth of n(t) or v(t) to the integrating filter
bandwidth.

22
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(S) To ob:,ain an upper hound for the steady-state output

residue po-x'er we sta:-t with the differential equation for the loop,

(31) which we repeat here for convenience.

)j2) ~ t v'~Tdt (1+Ajv(t l, = 1- At)(31)
Jim dm

Now multiply (31) by y'()

T y +(+~~)1)II An(t)v~(t)y (t) (9

dt

the conjugate of (59) is,

Ty dy+ (1+A!v (t) I') 1y1 I' y-An()vt y(t) (60)

Adding (59) and (60) yields,

+ ~ ~ l +221+AII12 y +ra* An(t)v (t) y W)

(61)

An (t )v(t ) y(t)

(S) Now apply the expectation ope~rator to (61) and let t-~co.

Noting that Eoooy) is real (from (55)) and that,

x0
23
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tolim •EOdt 7- 0 (62)

lirn~~ ~~ Edtt =0(2

we obtain,

2EOO(ly12) + 2A Eo ly1I2 IvI?)= 2Eoo(y) -A Eoo(y v n)i m
(63)

A Eoo (yvn

m

(S) The expected steady-state output residue is given by

- equation (33) which we repeat below,

Ec.Eoo Ir = InI+ mE(yvn)+ m* Eoo (yýv'n)

+ IM12 E0(iY121vj2  (33)

(S) If we solve (63) for Eo(1y121v12) and substitute into(33)

[ Lwe get,

." • E~flrt2 ='• +ImI 2 (Eo°(y)"Ec°KL 2 >A "

L
m Im y* (64)

-+ - Eoo(yvn) + T- (y v n) (64)

24
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(S) From equations (47) and (57) however we note that,

-rn + m Eoo (yvn real,

n n

hence (64) becomes,

Eoo r -= :.A n Inj (65)

ii

S(S) Equation (65) is exact. The quantity that is difficult

to evahtate is E0c4Y M. To get an upper bound on Eoo Ir I? we may

use the inequality,

E00 [yJ > i E (Y) 2 (66)

T herefore,

Ec* Ir I- -n r + -m-ýEoo (y) -(Eoo(y)f (67)

or using equation (52),

REOI_"
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I•- Eo kIr[ 2z T< rn 2m Eoo(y)± vi" m 2 Ivl (68)-- rn vn(8

J,; (S) Equation (68) gives the desired upper bound on the expected

output residue power,, From (46) and (68) we see that the cancellation

bounds, n' for the uncorrelated component Inj 2 falls between the

2- C <r (69)n n n

. •whereas C , the cancellation ratio of the correlated component falls

between the bounds,

I2
2 c C s Eoo ty) r (70)V VV

(S) The lower bounds on C and C are given in Figures (5)
n v

and (6) respectively. The upper bound on C can be obtained fromnn
Figure (5) by halving the ordinate scale. The upper bound on C

may be obtained from Figure 17) which is a plot of (I + A IvI Eoo(y) iP

vs, (I + A Iv1' for various values of the ratio of B /B These

values are always greater than unity indicating that the cancellation

ratio, Cv, may be less than the inverse of (1 + AIvK2). However,

if B /B is less than 1, the "loss" in cancellation is less than I db.

1e
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FIGURE 6 F
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FIGURE 7 -- FEo (y)
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•Ir V. Signal Cancellation

(S) In the previous section we saw that as the loop gain is

increased the SLC causes some cancellation of the uncorrelated

1. portion of the input. The amount of such cancellation increases with

loop gain and also with the ratio of enhanced loop bandwidth to
* input bandwidth B /BJ. This aspect of the behavior of the SLC makes

e J
it necessary to investigate the effect of the SLO upon desired signal

in the main lobe of the main antenna. We assume, as indicated in

Figure V-a, that the desired signal is only present in the main channel.

r •This will be essentially true in any practical SLC system since the

gain of the auxiliary antenna will be about 20 db below the main lobe

i . gain of the main antenna.

n(t) + m v(t) + s(t)----r SLC v(t)

Main 4 Auxiliary

Figure V-a.

t (S) The output of the SLC, r(t), is given by

r•(t) = n(t) + s(t) + y(t)m v(t) (73)

1' (S) We assume that the signal arrives "long" after the loop

has locked onto the jammer so that y(t) may be considered to be in
its "steady'state. " Hence, from equation (53), replacing n(u) by

Sn(u) + s(u) we obtain

£
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! for to, y(t):- = l5 - Anuvu su (U)) e-. 1Tj dedu

i• ~The signal portion of r(t) is clearly (for t -boo),

tt

t .~,, ( 1 + A A jvd

for r (t) = (It) + A s(u) v(t) (u) e T du

00

(75)

S[(S) For detecting the presence of signal or estimating any

3f its parameters, the linear signal component in r (t) is of impor-

5

t 1 ej + Al v 2

AA sE

S(t s(t) - s(u) E (t) v (u) e T d du

•o (76)

SFrom Appendix (A), we have

n ( A E rv(t)tv (u) er (t-u) (77)

s a p t (a w+ sind t exp T)

F a = TjrPT

and, = a + 2 c.A IvI

itt 28It

A d

r• (t S(t.()e .(-u) S(]N T)"Td



! I (S) We can therefore write equation (76) as,

t

E rs(t)= s(u) h (t-u) du (79)

where h(t) = 6 (t) - w(t) (80)

(S) Thus from (79) we see that the SLC behaves like a linear

filter acting on the signal. The filter is specified by its impulse

T iresponse h(t). The transfer function is given simply by,

00

H(f) = h(t) e 2 rt dt (81)
S-ý

(S) Investigation of H(f), (see Appendix (B)), shows that its

bandwidth is very wide, approximating the bandwidth of the input

noise (jamming and receiver). Assuming that the signal bandwidth

is narrow compared to the jammer bandwidth and that the signal

_• bandcenter is approximately at the center of the jammer band, the

signal cancellation will simply be H(o), where from (81),

H (o) = h(t) dt (82)

0

• or using (80),

Co
H(o) = 1- w (t) dt (83)

29
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"(S) The integral in (83) can be expressed in terms of a hyper-.

geometric function as,

w(t) dt p F(Z, p, p+1, Zz) (84)0[ o
where Z.

and (85)

(S) The signal cancellation factor, H(o), is shown in Figure (8),

plotted against the noise cancellation ratio, Fv. Two sets of

curves are shown; on one set the parameter is a (=wB T), on the

other the bandwidth ratio (Be/B) is the parameter. From the

Figure we see that the bandwidth ratio should be kept under unity

to prevent signal cancellation from exceeding 4 db.

(S) Figure (9) summarizes the important results obtained thus

far. It shows the variation of signal cancellation, with the band-

S, width ratio Be/BJ, upper and lower bounds on cancellation of the

uncorrelated noise component, and the maximum "loss" in cancellation

of the correlated components. The results shown in this Figure are

the asymptotic values for large loop gain.
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VI. Transient Response

(S) In this se'-ion we obtain the transient response of the SLC.

The transient -. .-_*-pise that is easiest to measure in the laboratory is

that of the control voltage, y(t), (actually x(t) in the real world). The

quantity of real interest is the time response of the output residue

power, but like the steady-state response we can only obtain an

estimate (much better in this case than in the steady-state case).

A closely related quantity that we can evaluate exactly is the

transient response of -y v(t), which is a normalized measure of the

linear jamming component in the output residue.,

(S) The expected value of the normalized control voltage can

be obtained directly from (11),

E =~) Ee - AT d6 (86)
t<I t l A +( )I? °,'

+EkI SeSý T dOdu i

= since, E n(u) v (u) = 0

(S) This can be readily evaluated using the results of

r •Appendix A to give,

S2•P 7 1_~

E y(t)) =Eo(y) + I ) - e-

•"7 e- e-
(87)

F(1 p;p+l3 Z

31



where a TrB T

• 2 2Sirc2 + 2aAlviL

•tZ -

S"T = tIT

-nd E~o (y) = E y(co) is given by equation (55).

(S) The transient response of y v(t), which is defined as

-r- "Y Vt M (88)

can be convenientl¾ obtained from (87) above and the differential

equation of the SLC, (31),which we may write as,

•- -~t/ T d t/ tT ,,

T Te t/T e y(t) + .v 2 y(t) = A n (t) v (t) (89)
dt-_ ytjv"

(S) Applying the expectation operator to both sides of (89)

and using the definition of '/ v(t), we get

Sy v (t) 1- -tiT d (et/T E y(t)() (90)

IE-3
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After differentiation and some manipulation, this yields,

" v(t) =(1+Z)(1-Z 2 e- ZPr 2 T 2 + -(91)

( -Z A v 1-"e Aivl2

4 (S) The expected output residue power is given by equation (33)

as,

E kIr(t) 1' = In(t) 12 + 2Re m E n(t)y(t)v(t)

+ ImIZ EýIy(t)fl2 Iv(t)lZ; (92)

(S) The first two terms on the rhs of (92) are proportional to

the uncorrelated component of the input power in(t)12
. Since our

main interest is in the transient response to the jamming or
-cc.related component Iv(t)IZ, we shall simplify matters by

assuming n(t) is zero. The output residue is then simply,

•:E Irv(t) I'-() I ()1( 3
V m 1[m2 E 1yv~t: vtt(3

twhere,

ttZ t

I - +A. v(O)I d6 1 +Aiv_(C)!L
Y (t) e- T d+ T T du (04)

U133
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(S) The first term in (94) starts at unity and decays to zero.

This represents the bulk of the transient. The second term starts

at zero and builds up to the steady-state value which for all cases ol

interest is very small compared to unity. From equation (68), we note

that

E00 _rI <5 Eoo(y) rv Iml (95)

(S) Hcnce we can approximate (93) by,

Sil t

-Erv(t) = ImIZ E Iv(tI2 e -o d\

(96)

+m m viZ E y(t) y' (t)S:•S vs

where E y(t) to the component of E y(t) that starts

at zero and buildis up to the steady-state

value Eoo00y.

0 and y vs(t) = component of -y (t) that starts at zero and

L builds up to the steady-state value I'

La (S) From equations(87) and (91), we have,

2- )e~p 2 -2~pp
S y(t) = (y) s l 2 F (l,p;p+l;Z e- ) (97)

U 34
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and,

Ss(t) 1-E y(t}M (98)

AlvI?

(S) Using the results of Appendix A we easily find,

t

E~jv~t~lI e +A iv(C) 2
0

(99)

2 2 -(LI-a +2)7 1+7 e-2 T
- vj (1+Z) (l-Z) e -LI2e -2u )2

(-Ze '

LI -awhere Z

(100)

and 4a a +4aAiv 2

(S) The transient response E jrv(t) 2 normalized by

jIm12 1li is plotted in Figure (10) against 7TBEt. Curves are

given for different values of the band with ratio B /B assuming

large loop gain. For B /B = 1, curves are shown for different
e J

values of the loop gain Atvl 2 . As the enhanced bandwidth, Be, isS• e'

increased, the transie-t response speeds up but the iirprovement

comes at a decreasing rate after the ratio of B /B exceeds unity.
Cje

If the ratio of B /B is much less than unity, the transient response
e

is exponential and lock-on occurs at the rate of 27. 2 B db. per

second. That is the corr ilated portion of the main channel signal

is reduced at that rate. The asymptotic lock-on rate for various

ratios of Be/Bj is given in Table 1 below,
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I TABLE 1

B /B 1/B Lock-on rate, db/sec.
e Je

Pý1.0 15. 9

10.0 7.4

100.0 2.7

71
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Appendix A Evaluation of Expectations

2 (U) In the main body of this report the evaluation of the expectation

of L number of different expressions was required. All of these can be

obtained from one basic form, namely,

t
L(A, B,a,b) =E xp Av(a) + (b)- IV(() d A-1

.Yu

where A, B are constants and a, b lie in the closed interval

(u,t)

(U) From the basic form above we can easily obtain,

( t

E exp - 2d L(O,0, a,b) A-2

t2

[E (u) v(t) exp - Iv(O )I 2 0,0, u,t A-3

or,

ti7.
t E Iv(t)I 2 exp-. Iv(O 12 aAB 0, t,t

I .

(U) To evaluate L we -gin by expanding v(O ) in a series of

r [eigenfunctions of the integral,

t
SuR(T,) k6) d( =dk X k(T) A-5

A-1

_• r



|r
where R (T, e)= E v(T) v (8) A-6

and the eigenfunctions, • k are normalized so that,

t

4k(0)d (e)de = 6 A-7

Iu

then,

L v(e) = Zkk( 8 ) -A-8
K

hk
L S~ti

where = v(8) k (8) d8 A-9

I [(U) The coefficients, Zk, are uncorrelated as is readily seen

from,
I

tt
fEZkZ* = C Ev(T) v (0T (0 k) -T

t t

S= R (T,E) (T) (d d1 A-10

'1 t
=T ok-)e (T) dTKk

I k

S~A-Z



II

(U) The distribution density of the Zk may be shown to be multi-
(3)variate Gaussian(. Therefore since the Zk are uncorrelated they are

independent.

(U) Since R(T, e ) , ( = R (6 ,T) ) , is Hermitian the eigenvalues,

, are all real. R(T, 0 ) can be expressed as

R(T,0) = E v(T) v()

A-Il

E= E Xk~k(T) k(G)kL k k
k

I (U) The integral in the expression for L can be written as

t t

Iv(e) de - ZkZe4k() (d)) de

A-12

E Iz k1~
k

F •and since,

v(a) = 4 Zk (a)
Uk k k

A-.13

17 v (b) F, Z Zk k(b)
k

[ we may write equation A-1 as,

[ ( 3)Middleton, "Introduction to Statistical Communication Theory," p. 386

"L [A-3



L= exp E. jZ~j AZk 4  (b A-1i •[" =E ep- l? ]Z]2- Ak•k(a)-BZk •k (b)~ A-14
k ,k k -k k '

or since the Zk are independent,

L = E exp- IZk 1-AZk k(a)ýBZk *k (b) ( A-15

(U) Now each Z is a two-dimensional complex gaussian ran-
dom variable, that is,

Z = xk + iyk A-16

L

with probability density distribution,

2. 2.

+ Y
P(Xk'yk) - exp - k
pk X k

1 2 A-17

= Xk k

(U) Hence we may write A-15 as,

L exp I k-+ X IZk I-AZk' k(a) -BZk 4 k(3dXkdYk

k k

A-18

F A-4

I _ _ _ _ __ _ _ _ _ _



• :;77
WE1

k k

L-e AB AZ 4 (k (b)

k xkk k

.1-7 exp AB 23 4 k(d)4 k (b) Xk/(1+Xk)_,
l: kI, - k A-18

TUi + xk)
k

(U) To evaluate A-18 we may use well-known techniques., 4 )

First, we put,

21

lnT (l+Xk) + x,.(+Xk) = (I +Xk d

k k Sk 1 +Xk
L. k

0

r A-19

and let,

F- G(e,':./) = Xk * (T)
I k I +Xk• k k )2k

Ik

Now consider the integral,

r
F. G(C ,', •1 R(s,C )dG = k ") (s)4G(C•k 1 +Xtk • k(04 d

L k•k•j k i FTkX F 'k(S/ 4k (T

)4)Helstrom, "Statistical Theory of Signal Detection, Chap., 11.,

~ A-5u!
A2

:%4



k k

-R(s, T) -G(s, T,) A-21

(U) Hence the function G (I,1 v) defined by A-ZO and required
~ I for the evaluation of A-l8 may be obtained from the integral equation

t

G (s, T, ,)+ GO~,,. R(s,6 ) d0 R(s,T) A- 22V u

L(U) To solve this equation we must specify the correlation
function, R(s, 7), which we take to be,

R(s, T) e asT 5 A-23

II(U) This corresponds to a power spectrum of the form vl
2 2a+c

rf, This is the shape of a single pole filter with a two-sided bandwidthF of a The solution to A-22 is,
Tr

G (S', t) 2& 1 ~I isinhf3(s-u)+IPcoshf3(s u)P.asinhf3(t-T)+fPcoshI3(t-T) 7 ]

(+a)sinhP(t-u)+Zci~coshP(t-u)

A -24

ý~ote: Except where indicated otherwise a and P3 in this appendix
difer y afacor f Tfrom the usage elsewhere in this report.

A- 6

EM

-ti 5I



where, u<s<T<t

and, -a +2a vI

(U) From A-20 , A-24 we now obtain,

t

I--

Zac VI
2~ 2+ 2 )sinhp (t-u)+2c P3 coshp3~t-) A-25

qtosinhP(s-u)+PcoshPis-u)Jjasinhp(t-s)+Pcoshpit-s) ds

S(U) Evaluating the integral in A-25 and then integrating the result

with respect to 9 from 0 to 1 as indicated in A-19, we obtain

17 (1) (PB + a )sinhf3 (t-u)+Za P coshl3 (t-u) A-26
PI1 Za 1 e(t-U)

[ 22
where now =a + 2a IVI

A-7

Ulf



(U) Now using A-2, A-18, and A-26, -'i-,

Cx Iv(e)I?-1
u k Xk)

A-27

I2 P ea (t-U)

(+a)sinhp (t-u)+Za P3 coshf3 tu~)

Starting with A-3, we get,

It
( t ~ 4mk(a)4kP(b)Xk/Al+Xk

Ekv(a)v (b) exp~ l v(E))I dE k

U k +k)

G G(a, b,1)
IT(1+X
k k

A- 28

4 a ~IVI e~ (-)[sinh 1p(a-u)+t3ccshr3(a-u~¶Ia sinhp (t-b)+P coshr3(t-bi

[(U) If we now set a=u, b=t in A-28, we obtain

0111 A-29

S~v~o)J2 dj j~ 2 2 (t-u)+2 ~csf
Efv(U)v*(t) exp - ~ de (2 0F3)Zrtea~u

+f3 ) + sinhp (-)2 oh (t-u)l

J~I A-8
Ei!



and setting a~ b

p t
Z.~tI ex ~ ~ O aIIIe~t~a sinhP3(t-u)+P cosh t-

ý(2,+P2)sihp(t-)+Zapcoshs(t-u)Z

Fi A- 30

L(U) In addition to the expectations obtained above, we also

need their integrals. These can be determined by first expressing

pthe expectations in terms of exponentials, e. g.

2 2 2 e 2 ea ZPx)
(a +P~ sinhP (x)+2a P cosh(x) (P +a~ 2

p A- 31

[ and then using the integration formula,

[l ei~
~ ~~t n dt - F(m,p;p+l-;Z) -A- 32

El P F (n,p;p+l;Ze Pt)
p

III where F( )is the Gaussian 1{ypergeometric function.

17- For e:zample,

tt

L e E exp, -Ive)1 dol du
0 u

0- ~A-



r -u
t a(t-u) T[2a13e e dui

2
o (a +P3 ) sinhP (t-u)+2ap3 cosh13 (t-u)

t x
1 Z a13e ~e T dx

T Io(3~e 3 zz~ P X,

1 4c, P e T~~) dx

(U) Letting 213x =y and then writing a for a T, 13for P3 T, and

Z for ~,A- 34 becomesP +a

2 P t P +1

-C (1-y A- 35
(1+a) 0 eY

[l This is now in the form of eqi-ation A-32, with a and P3 defined as

they are in the main section of .this report.

Ell

01

13 A- 10



Appendix B

"Signal Cancellation Filter"

W(S) In the discussion on signal cancellation in section (V), we

found that the SLC behaved like a filter with impulse response

h h(t) =S(t) -v w(t) B-1

2 21 (a-l)t/T
where w(t) T 2~~~*ce +P )sinht+ 2acosJ31

L B-Z

(LU) In this appendix we wish to obtain at least a qualitative idea

of the bandwidth of h(t) which is in effect the bandwidth of w(t). The

Laplace Transform of w(t) is

00 r -st
W(s) = w(t) e- dt

0

A~vI2 (20132 e-(l-a~+sI)t/T d

2 2 -(l+sT-a +2P )t/T
(4~ edt B-3AiI 4 1 i-r ( )2 7fP-t7T-j2

IP+),,

SERE



(U) Now replace 2P3 t/T by y to give

I~~ ~ ~ + y2

w() Ajvj (4qP ýil ?-aZI3)/2

F~~ Z(lZ 2 F(,dyl; B-4

:1: sTl+2~-a
)Z

and Z =

2

adZl- 2 nl Z 6

(U) Usrom this anditheedefnition fof F( weseethat thBple5 o

[~ W(s) lia

U s = - y. ~ n~ +2n~23l n ) n~,,....

B-2

Al

V71



!Ii'i _ _= _ _1_ _ __+ n_- B -7__ _ _ _ _ _ _--- '==--

I,- TT

(U) Equation B-6 has the form of a driving point impedance

of an RC network. It is well-known that the singularities of such

H • a network alternate between zero and poles on the negative real

axis and that the singularity closest to the origin is a pole. From

[| this we can infer that the frequency spectrum peaks at the origin,

and has a 3 db bandwidth equal to or greater than the 3 db

bandwidth of the pole closest to the origin. Therefore, the two-

sided bandwidth of the spectrum of w(t) will be at least,

o.,_

L. or since a- c

B since a nB T B-9

This is the statement made in the text.
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